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We Haven’t Made a 
Detection Yet???

DS derived from simulated data sets, which in-
clude white noise consistent with the observations
and a GWB of strength Asim. Many trial simula-
tions were conducted at a givenAsim to account for
the stochasticity of the GWB. The 95% confi-
dence limit on the GWB amplitude, A95, is the
value of Asim at which only 5% of theÂ2 trials are
lower than the observed Â2.

We simulated both Gaussian (10) and non-
Gaussian (9) GWB-induced residual pulse arrival
times. Although previous pulsar timing array
limits on the strength of the GWB (12, 13) were
derived assuming Gaussian statistics, a non-
Gaussian background, dominated by fewer bi-
nary SMBHs, is predicted from some models of
the binary SMBH population (8, 9).

We verified the efficacy of the algorithm by
correctly bounding the GWB strength in synthet-
ic data sets, including those in the International
Pulsar Timing Array Data Challenge and other
mock data sets that contained features of the
observations such as inhomogeneous observing
cadence, highly heteroscedastic pulse arrival times,
and red noise (22). When applied to the PPTA data
set, and assuming a Gaussian GWB, we find that
WGW( fPPTA)(H0/73 km s−1 Mpc−1)2 < 1.3 × 10−9

with 95% confidence at a gravitational-wave fre-
quency ( fPPTA) of 2.8 nHz (23). This is equivalent
to A95 = 2.4 × 10−15. Compared with the power
spectra Pj of the measured residual pulse arrival
times, the mean power spectra of 200 simulated
realizations with Asim = A95 (displayed in Fig. 1 as
green lines) show, as expected, excess power at
the lowest frequencies. For a non-Gaussian
GWB, we find WGW( fPPTA)(H0/73 km s−1 Mpc−1)2

<1.6 × 10−9 with 95% confidence, corresponding
to A95 = 2.7 × 10−15.

The PPTA bound on the GWB enables direct
tests of models for galaxy and SMBH formation
that specify the population of binary SMBHs in
the universe.We compared the probabilityPr(WGW)
that a GWB of energy densityWGW( fPPTA) exists,
given the PPTA observations with four predictions
for the GWB from binary SMBHs, expressed as
the probability density function of WGW( fPPTA),
rM(WGW) (24) (Fig. 2).All four predictions account
for the most recent SMBH mass and galaxy bulge
mass measurements and include the assumption
that all binary SMBHs that contribute to the GWB
are in circular orbits and not interacting with their
environments.

First, a model that assumes a scenario in which
all evolution in the galaxy stellar mass function
and in the SMBH mass function is merger-driven
at redshifts z < 1 (25) predicts a Gaussian GWB
that is ruled out at the 91% confidence level.
However, the assumption of purely merger-driven
evolution leads to the largest possible GWB am-
plitude, given observational data.

A synthesis of possible combinations of cur-
rent observational estimates of the galaxy merger
rate and SMBH-galaxy scaling relations results
in a large range of possible GWB amplitudes
(26). PPTA observations exclude 46% of this set
of GWB amplitudes, assuming a Gaussian GWB.

As a specific example for how pulsar timing
array observations can affect models of SMBH
formation and growth, we calculated the level of
WGW( fPPTA) (24) expected from a semi-analytic
galaxy formation model (4) implemented within
theMillennium (27) andMillennium-II (28) dark
matter simulations. This model, in which SMBHs
are seeded in every galaxymerger remnant at early
times and grow primarily by gas accretion trig-
gered by galaxy mergers, represents the standard
paradigm of galaxy and SMBH formation and
evolution. The model accurately reproduces the
luminosity function of quasars at z< 1 correspond-
ing to the epoch predicted to dominate the GWB
(8, 25, 26). The range of predictions forWGW( fPPTA)
results from the finite observational sample of mea-
sured SMBH and bulge mass pairs (2), which is
used to tune the model, but neither accounts for
uncertainties in the observed galaxy stellar mass
function (4) nor in the nature of the relations
between SMBH masses and bulge masses (2).
Assuming a non-Gaussian GWB, the probability
that this prediction for rM(WGW) will be inconsist-
ent with the PPTA data is 49%.

A complementary prediction for the strength
of the GWB comes from an independent model
for SMBH growth at late times (29). This model
examines the growth mechanisms of SMBHs in
cluster and void environments through mergers
and gas accretion. The model is inconsistent with
the PPTA data at the 61% confidence level.

The PPTA constraints on the GWB show that
pulsar timing array observations have reached a
sufficient level of sensitivity to test models for the
binary SMBH population. The highest galaxy
merger rate that is consistent with the observed
evolution in the galaxy stellar mass function (25)
is inconsistent with our limit. We exclude 46% of
the parameter space of a model that surveys em-
pirical uncertainties in the growth and merger
of galaxies and black holes (26); therefore, our
results reduce these uncertainties. Although the
PPTA limit excludes only 49 and 61% of real-
izations of the GWB from two galaxy and SMBH
evolution models, these models are open to re-
finement. For example, these models do not in-
clude SMBH formation mechanisms consistent
with high-redshift quasar observations (30), nor do
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Fig. 2. Comparison between the PPTA constraints onWGW(fPPTA) and variousmodel predictions
(24). Given the PPTA data, the probabilities Pr(WGW) that a GWB relative energy density WGW( fPPTA)
exists, assuming Gaussian (10) and non-Gaussian (9) GWB statistics, are shown as red solid and dashed
lines, respectively. The pink shaded area represents the values of WGW( fPPTA) ruled out with greater than
95% confidence, assuming a Gaussian GWB. The labeled curves represent the probability density
functions rM(WGW) for WGW( fPPTA) predicted by a synthesis of empirical models (26) (green), assuming
merger-driven galaxy evolution at redshifts z < 1 (25) (blue), from the semi-analytic galaxy formation
model (SMBH model 1, orange) that we discuss in the text and from a second distinct model (29) for
SMBH growth (SMBH model 2, gray). When integrated over WGW, the product of Pr(WGW) and rM(WGW)
gives the probability of the model being consistent with the data. The vertical bars indicate the 95%
confidence upper limits on WGW( fPPTA), assuming a Gaussian GWB from the PPTA, and recently
published limits from the European Pulsar Timing Array (EPTA) (12) and the North American Nanohertz
Observatory for Gravitational Waves (NANOGrav) (13) scaled to fPPTA. The times next to the limits
correspond to the reciprocal of the frequency of maximum sensitivity and are approximately the
observing span of the data sets (12, 13, 23).
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Realities of the Background4 Rosado, Sesana & Gair
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Figure 1. Characteristic GW strain versus observed GW frequency. For
each realisation of the Universe we obtain a curve hc(f), as the sum of
the contribution from all binaries (the thin black line shows the output of
one particular realisation). The light-grey area contains all possible values
of hc found in the realisations, whereas the dark-grey area brackets the
5th and 95th percentiles of the hc distribution. The thick black line is the
mean hc at each frequency over all realisations. A frequency bin of size
�f = [30 yr]�1 has been assumed.

GWB is independent of the binaries’ exact sky location and polari-
sation angle. As discussed in the next section, this is likely to have
only a minor impact on our results.

If we time an ensemble of millisecond pulsars for a period
T , the overall amplitude of an incoherent superposition of GWs
can be described in terms of a characteristic GW strain hc at each
observed frequency, which is related to the strain of the individual
sources via

h2
c =

P
k h2

kfk

�f
, (8)

where k is an index running over all sources in a given frequency
bin of width �f = 1/T . An overview of the simulated signals
is presented in Figure 1, in which we show hc for all the realisa-
tions of the SBHB cosmic population. The light grey area spans the
range of all possible hc found in the realisations, whereas the 5th
and 95th percentiles of the hc distribution are contained in the dark
grey area. One can notice that hc reaches values above 10

�13 at
almost all frequency bins. This is because, over more than 2 ⇥ 10

5

realisations of the Universe, it is likely to find some extremely mas-
sive and nearby SBHB. However, such high strain values can be
regarded as rare outliers, whereas the region between the 5th and
the 95th percentile of the distribution is much narrower. The black
thick line gives the mean hc over all realisations at each frequency
bin, which is consistent with previous predictions for the amplitude
of the GWB (Rajagopal & Romani 1995; Wyithe & Loeb 2003;
Sesana et al. 2008; Rosado 2011; Ravi et al. 2015). One example
of an individual realisation is also added in the figure, plotted with
a thin black line. The size of the frequency bin is �f = [30 yr]�1,
which corresponds to the longest observing time we will consider
in this work. At each individual frequency, hc can be either dom-
inated by a single loud source, or produced by a superposition of
several SBHBs, each contributing a sizeable share of the GW strain.
Consequently, for detection purposes, the signal might be either de-
terministic or incoherent/stochastic in nature. We now turn to the
description of the detection strategies adopted in the two cases,
which is necessary to assess which kind of signal will likely be
detected first.

2.2 Detection of a stochastic background

Let us assume that we have a large set of realisations of the Uni-
verse, all of them with similar astrophysical properties2. When
searching for a GWB, we define our detection statistic S as the
cross-correlation between the outputs of two detectors (two pul-
sars3). After a certain observing time, each realisation of the Uni-
verse has a measurement of S. We assume that the collection of
values of S from different realisations is a stochastic process.

In the absence of a GWB, the cross-correlation output reflects
the properties of the noise processes involved in the measurement.
We assume this to be a stochastic Gaussian process with probabil-
ity density function (PDF) defined by a mean µ0 and a standard
deviation �0,

p0(S) =

1p
2⇡�2

0

e
� [S�µ0]2

2�2
0 . (9)

We further assume that the noise in all detectors is white, stationary,
with zero mean (µ0 = 0), and uncorrelated. If, on the other hand, a
GWB is present in the data (the same GWB in all realisations), the
detection statistic will follow a different distribution, namely

p1(S) =

1p
2⇡�2

1

e
� [S�µ1]2

2�2
1 , (10)

where the mean µ1 is now larger than zero, and the standard devi-
ation �1 is, in general, different than �0.

Given a certain value of S measured in one realisation, we
claim that it may contain a GWB if S > ST, where ST is a pre-
defined detection threshold. The integral of p0(S) over all values
of S > ST gives the false alarm probability (FAP),

↵ =

Z 1

ST

p0(S)dS, (11)

which is the probability of claiming a spurious detection in the ab-
sence of a GWB. Alternatively, the integral of p1(S) over all values
of S > ST gives the detection probability (DP),

� =

Z 1

ST

p1(S)dS, (12)

which is the probability of claiming a true detection of the GWB
when it is indeed present.

Introducing the complementary error function (erfc), we can
solve the integrals of Equations (11) and (12), to obtain

↵ =

1

2

erfc
✓

STp
2�0

◆
, (13)

and

� =

1

2

erfc
✓

ST � µ1p
2�1

◆
. (14)

Throughout the paper we fix the FAP to the value ↵0 = 0.001. We
can then solve for ST in Equation (13) and replace the result into
Equation (14) to get

�B =

1

2

erfc
p

2�0erfc�1
(2↵0) � µ1p

2�1

�
. (15)

2 Throughout this section, by ‘realisations’ we do not refer to the outputs
of the computer simulations analysed in other sections of this paper, but to
a hypothetical set of copies of the same Universe.
3 We assume that the optimal way to cross-correlate many detectors is to
combine them in pairs (Allen & Romano 1999).
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Figure 2. Influence of the binary–environment coupling on the GW signal. The black dotted line
denotes the standard f −2/3 spectrum for a population of circular GW-driven systems. Red lines
are for star-driven binaries with eccentricity of 0 (solid) and 0.7 (long-dashed) at pairing; the green
dot–dashed line is for circular gas-driven binaries. A sketch of the current PTA sensitivity is given
by the solid blue line, which is then extrapolated to the limit at 1 yr−1. Also shown in blue are
extrapolation of the current sensitivity to include 8 and 30 more years of observations (here, we
assume no improvement in the timing of the pulsars; the mild improvement in the sensitivity floor is
given by the T 1/4 gain that comes from the longer integration time), as well as the sensitivity given
by putative arrays with four and six times better timing precision. We stress that the sensitivity
curves are sketchy and only illustrative, but capture the trends relevant to the discussion in the text.

5. Conclusions

Pulsar timing arrays are achieving sensitivities that might allow the detection of the predicted
GW background produced by a cosmological population of SMBH binaries. Beyond the
obvious excitement of a direct GW observation, the detection of such signal, together with
the determination of its amplitude and spectral slope, will provide an enormous wealth of
information about these fascinating astrophysical systems, in particular:

(i) it will give direct unquestionable evidence of the existence of a large population of sub-
parsec SMBH binaries, proving another crucial prediction of the hierarchical model of
structure formation;

(ii) it will demonstrate that the ‘final parsec problem’ is solved by nature;
(iii) it will provide important information about the global properties of the SMBH binary

population, giving, for example, insights into the relation between SMBH binaries and
their hosts;
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Figure 5. Probability density plots of the recovered GWB spectra for models A and B using the broken-power-law model parameterized by (Agw, fbend, and )
as discussed in the text. The thick black lines indicate the 95% credible region and median of the GWB spectrum. The dashed line shows the 95% upper limit
on the amplitude of purely GW-driven spectrum using the Gaussian priors on the amplitude from models A and B, respectively. The thin black curve shows the
95% upper limit on the GWB spectrum from the spectral analysis.

Figure 6. One- and two-dimensional posterior probability density plots of the spectrum model parameters Agw, fbend, and . In the one-dimensional plots, we
show the posterior probability from the 9-year data set (blue), the 5-year dataset (dashed red) and the prior distribution used in both analyses (green). In the two
dimensional plots we show a heat map along with the one (solid), two (dashed), and three (dash-dotted) sigma credible regions. model A is on the left and model
B is on the right.

(2004), McConnell & Ma (2013)) as it is the observed pa-
rameter that is most easily constrained by NANOGrav data.
Specifically, we constrain the M• - Mbulge relation:

log10M• = ↵+� log10
�
Mbulge/1011M�

�
. (25)

In addition to ↵ and �, observational measurements of this
relation also fit for ✏, the intrinsic scatter of individual galaxy
measurements around the common ↵, � trend line. In prac-
tice, ↵ and ✏ have the greatest impact on predictions of Agw,
and all observational measurements agree with � ⇡ 1.

PTAs are most sensitive to binary SMBHs where both black
holes are &108M� (e.g. Sesana et al. (2008)). Therefore
M• - Mbulge relations that are derived including the most mas-
sive systems are the most relevant to understanding the pop-
ulation in the PTA band. Several recent measurements of
the M• -Mbulge relation specifically include high-galaxy-mass
measurements, e.g. those from Brightest Cluster Galaxies
(BCGs). As these fits include the high-mass black holes that
we expect to dominate the PTA signals, we take these as the
“gold standard" for comparison with PTA limits (Kormendy
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Figure 1. Characteristic GW strain versus observed GW frequency. For
each realisation of the Universe we obtain a curve hc(f), as the sum of
the contribution from all binaries (the thin black line shows the output of
one particular realisation). The light-grey area contains all possible values
of hc found in the realisations, whereas the dark-grey area brackets the
5th and 95th percentiles of the hc distribution. The thick black line is the
mean hc at each frequency over all realisations. A frequency bin of size
�f = [30 yr]�1 has been assumed.

GWB is independent of the binaries’ exact sky location and polari-
sation angle. As discussed in the next section, this is likely to have
only a minor impact on our results.

If we time an ensemble of millisecond pulsars for a period
T , the overall amplitude of an incoherent superposition of GWs
can be described in terms of a characteristic GW strain hc at each
observed frequency, which is related to the strain of the individual
sources via

h2
c =

P
k h2

kfk

�f
, (8)

where k is an index running over all sources in a given frequency
bin of width �f = 1/T . An overview of the simulated signals
is presented in Figure 1, in which we show hc for all the realisa-
tions of the SBHB cosmic population. The light grey area spans the
range of all possible hc found in the realisations, whereas the 5th
and 95th percentiles of the hc distribution are contained in the dark
grey area. One can notice that hc reaches values above 10

�13 at
almost all frequency bins. This is because, over more than 2 ⇥ 10

5

realisations of the Universe, it is likely to find some extremely mas-
sive and nearby SBHB. However, such high strain values can be
regarded as rare outliers, whereas the region between the 5th and
the 95th percentile of the distribution is much narrower. The black
thick line gives the mean hc over all realisations at each frequency
bin, which is consistent with previous predictions for the amplitude
of the GWB (Rajagopal & Romani 1995; Wyithe & Loeb 2003;
Sesana et al. 2008; Rosado 2011; Ravi et al. 2015). One example
of an individual realisation is also added in the figure, plotted with
a thin black line. The size of the frequency bin is �f = [30 yr]�1,
which corresponds to the longest observing time we will consider
in this work. At each individual frequency, hc can be either dom-
inated by a single loud source, or produced by a superposition of
several SBHBs, each contributing a sizeable share of the GW strain.
Consequently, for detection purposes, the signal might be either de-
terministic or incoherent/stochastic in nature. We now turn to the
description of the detection strategies adopted in the two cases,
which is necessary to assess which kind of signal will likely be
detected first.

2.2 Detection of a stochastic background

Let us assume that we have a large set of realisations of the Uni-
verse, all of them with similar astrophysical properties2. When
searching for a GWB, we define our detection statistic S as the
cross-correlation between the outputs of two detectors (two pul-
sars3). After a certain observing time, each realisation of the Uni-
verse has a measurement of S. We assume that the collection of
values of S from different realisations is a stochastic process.

In the absence of a GWB, the cross-correlation output reflects
the properties of the noise processes involved in the measurement.
We assume this to be a stochastic Gaussian process with probabil-
ity density function (PDF) defined by a mean µ0 and a standard
deviation �0,

p0(S) =

1p
2⇡�2

0

e
� [S�µ0]2

2�2
0 . (9)

We further assume that the noise in all detectors is white, stationary,
with zero mean (µ0 = 0), and uncorrelated. If, on the other hand, a
GWB is present in the data (the same GWB in all realisations), the
detection statistic will follow a different distribution, namely

p1(S) =

1p
2⇡�2

1

e
� [S�µ1]2

2�2
1 , (10)

where the mean µ1 is now larger than zero, and the standard devi-
ation �1 is, in general, different than �0.

Given a certain value of S measured in one realisation, we
claim that it may contain a GWB if S > ST, where ST is a pre-
defined detection threshold. The integral of p0(S) over all values
of S > ST gives the false alarm probability (FAP),

↵ =

Z 1

ST

p0(S)dS, (11)

which is the probability of claiming a spurious detection in the ab-
sence of a GWB. Alternatively, the integral of p1(S) over all values
of S > ST gives the detection probability (DP),

� =

Z 1

ST

p1(S)dS, (12)

which is the probability of claiming a true detection of the GWB
when it is indeed present.

Introducing the complementary error function (erfc), we can
solve the integrals of Equations (11) and (12), to obtain

↵ =

1

2

erfc
✓

STp
2�0

◆
, (13)

and

� =

1

2

erfc
✓

ST � µ1p
2�1

◆
. (14)

Throughout the paper we fix the FAP to the value ↵0 = 0.001. We
can then solve for ST in Equation (13) and replace the result into
Equation (14) to get

�B =

1

2

erfc
p

2�0erfc�1
(2↵0) � µ1p

2�1

�
. (15)

2 Throughout this section, by ‘realisations’ we do not refer to the outputs
of the computer simulations analysed in other sections of this paper, but to
a hypothetical set of copies of the same Universe.
3 We assume that the optimal way to cross-correlate many detectors is to
combine them in pairs (Allen & Romano 1999).
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Figure 2. Influence of the binary–environment coupling on the GW signal. The black dotted line
denotes the standard f −2/3 spectrum for a population of circular GW-driven systems. Red lines
are for star-driven binaries with eccentricity of 0 (solid) and 0.7 (long-dashed) at pairing; the green
dot–dashed line is for circular gas-driven binaries. A sketch of the current PTA sensitivity is given
by the solid blue line, which is then extrapolated to the limit at 1 yr−1. Also shown in blue are
extrapolation of the current sensitivity to include 8 and 30 more years of observations (here, we
assume no improvement in the timing of the pulsars; the mild improvement in the sensitivity floor is
given by the T 1/4 gain that comes from the longer integration time), as well as the sensitivity given
by putative arrays with four and six times better timing precision. We stress that the sensitivity
curves are sketchy and only illustrative, but capture the trends relevant to the discussion in the text.

5. Conclusions

Pulsar timing arrays are achieving sensitivities that might allow the detection of the predicted
GW background produced by a cosmological population of SMBH binaries. Beyond the
obvious excitement of a direct GW observation, the detection of such signal, together with
the determination of its amplitude and spectral slope, will provide an enormous wealth of
information about these fascinating astrophysical systems, in particular:

(i) it will give direct unquestionable evidence of the existence of a large population of sub-
parsec SMBH binaries, proving another crucial prediction of the hierarchical model of
structure formation;

(ii) it will demonstrate that the ‘final parsec problem’ is solved by nature;
(iii) it will provide important information about the global properties of the SMBH binary

population, giving, for example, insights into the relation between SMBH binaries and
their hosts;
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Figure 1. Characteristic GW strain versus observed GW frequency. For
each realisation of the Universe we obtain a curve hc(f), as the sum of
the contribution from all binaries (the thin black line shows the output of
one particular realisation). The light-grey area contains all possible values
of hc found in the realisations, whereas the dark-grey area brackets the
5th and 95th percentiles of the hc distribution. The thick black line is the
mean hc at each frequency over all realisations. A frequency bin of size
�f = [30 yr]�1 has been assumed.

GWB is independent of the binaries’ exact sky location and polari-
sation angle. As discussed in the next section, this is likely to have
only a minor impact on our results.

If we time an ensemble of millisecond pulsars for a period
T , the overall amplitude of an incoherent superposition of GWs
can be described in terms of a characteristic GW strain hc at each
observed frequency, which is related to the strain of the individual
sources via

h2
c =

P
k h2

kfk

�f
, (8)

where k is an index running over all sources in a given frequency
bin of width �f = 1/T . An overview of the simulated signals
is presented in Figure 1, in which we show hc for all the realisa-
tions of the SBHB cosmic population. The light grey area spans the
range of all possible hc found in the realisations, whereas the 5th
and 95th percentiles of the hc distribution are contained in the dark
grey area. One can notice that hc reaches values above 10

�13 at
almost all frequency bins. This is because, over more than 2 ⇥ 10
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realisations of the Universe, it is likely to find some extremely mas-
sive and nearby SBHB. However, such high strain values can be
regarded as rare outliers, whereas the region between the 5th and
the 95th percentile of the distribution is much narrower. The black
thick line gives the mean hc over all realisations at each frequency
bin, which is consistent with previous predictions for the amplitude
of the GWB (Rajagopal & Romani 1995; Wyithe & Loeb 2003;
Sesana et al. 2008; Rosado 2011; Ravi et al. 2015). One example
of an individual realisation is also added in the figure, plotted with
a thin black line. The size of the frequency bin is �f = [30 yr]�1,
which corresponds to the longest observing time we will consider
in this work. At each individual frequency, hc can be either dom-
inated by a single loud source, or produced by a superposition of
several SBHBs, each contributing a sizeable share of the GW strain.
Consequently, for detection purposes, the signal might be either de-
terministic or incoherent/stochastic in nature. We now turn to the
description of the detection strategies adopted in the two cases,
which is necessary to assess which kind of signal will likely be
detected first.

2.2 Detection of a stochastic background

Let us assume that we have a large set of realisations of the Uni-
verse, all of them with similar astrophysical properties2. When
searching for a GWB, we define our detection statistic S as the
cross-correlation between the outputs of two detectors (two pul-
sars3). After a certain observing time, each realisation of the Uni-
verse has a measurement of S. We assume that the collection of
values of S from different realisations is a stochastic process.

In the absence of a GWB, the cross-correlation output reflects
the properties of the noise processes involved in the measurement.
We assume this to be a stochastic Gaussian process with probabil-
ity density function (PDF) defined by a mean µ0 and a standard
deviation �0,

p0(S) =

1p
2⇡�2

0

e
� [S�µ0]2

2�2
0 . (9)

We further assume that the noise in all detectors is white, stationary,
with zero mean (µ0 = 0), and uncorrelated. If, on the other hand, a
GWB is present in the data (the same GWB in all realisations), the
detection statistic will follow a different distribution, namely

p1(S) =

1p
2⇡�2

1

e
� [S�µ1]2

2�2
1 , (10)

where the mean µ1 is now larger than zero, and the standard devi-
ation �1 is, in general, different than �0.

Given a certain value of S measured in one realisation, we
claim that it may contain a GWB if S > ST, where ST is a pre-
defined detection threshold. The integral of p0(S) over all values
of S > ST gives the false alarm probability (FAP),

↵ =

Z 1

ST

p0(S)dS, (11)

which is the probability of claiming a spurious detection in the ab-
sence of a GWB. Alternatively, the integral of p1(S) over all values
of S > ST gives the detection probability (DP),

� =

Z 1

ST

p1(S)dS, (12)

which is the probability of claiming a true detection of the GWB
when it is indeed present.

Introducing the complementary error function (erfc), we can
solve the integrals of Equations (11) and (12), to obtain
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and
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Throughout the paper we fix the FAP to the value ↵0 = 0.001. We
can then solve for ST in Equation (13) and replace the result into
Equation (14) to get

�B =

1

2

erfc
p

2�0erfc�1
(2↵0) � µ1p

2�1

�
. (15)

2 Throughout this section, by ‘realisations’ we do not refer to the outputs
of the computer simulations analysed in other sections of this paper, but to
a hypothetical set of copies of the same Universe.
3 We assume that the optimal way to cross-correlate many detectors is to
combine them in pairs (Allen & Romano 1999).
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Figure 2. Influence of the binary–environment coupling on the GW signal. The black dotted line
denotes the standard f −2/3 spectrum for a population of circular GW-driven systems. Red lines
are for star-driven binaries with eccentricity of 0 (solid) and 0.7 (long-dashed) at pairing; the green
dot–dashed line is for circular gas-driven binaries. A sketch of the current PTA sensitivity is given
by the solid blue line, which is then extrapolated to the limit at 1 yr−1. Also shown in blue are
extrapolation of the current sensitivity to include 8 and 30 more years of observations (here, we
assume no improvement in the timing of the pulsars; the mild improvement in the sensitivity floor is
given by the T 1/4 gain that comes from the longer integration time), as well as the sensitivity given
by putative arrays with four and six times better timing precision. We stress that the sensitivity
curves are sketchy and only illustrative, but capture the trends relevant to the discussion in the text.

5. Conclusions

Pulsar timing arrays are achieving sensitivities that might allow the detection of the predicted
GW background produced by a cosmological population of SMBH binaries. Beyond the
obvious excitement of a direct GW observation, the detection of such signal, together with
the determination of its amplitude and spectral slope, will provide an enormous wealth of
information about these fascinating astrophysical systems, in particular:

(i) it will give direct unquestionable evidence of the existence of a large population of sub-
parsec SMBH binaries, proving another crucial prediction of the hierarchical model of
structure formation;

(ii) it will demonstrate that the ‘final parsec problem’ is solved by nature;
(iii) it will provide important information about the global properties of the SMBH binary

population, giving, for example, insights into the relation between SMBH binaries and
their hosts;
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Figure 6. 95% lower limit on the luminosity distance as a function of sky
location computed using the Fp statistic plotted in equatorial coordinates. The
values in the colorbar are calculated assuming a chirp mass ofM = 109 M⊙ and
a GW frequency fgw = 1 × 10−8 Hz. The white diamonds denote the locations
of the pulsars in the sky and the black (white) stars denote possible SMBHBs
or clusters possibly containing SMBHBs. As expected from the antenna pattern
functions of the pulsars, we are most sensitive to GWs from sky locations near
the pulsars. The luminosity distances to the potential sources are 92.3, 1575.5,
2161.7, 16.5, 104.5, and 19 Mpc for 3C 66B, OJ 287, J002444−003221, Virgo
Cluster, Coma Cluster, and Fornax Cluster, respectively.
(A color version of this figure is available in the online journal.)

strain amplitude into a lower limit on luminosity distance. The
values in the color bar are calculated assuming a chirp mass
of M = 109 M⊙ and a frequency of fgw = 10−8 Hz but this
can be scaled to determine the minimum luminosity distance for
any chirp mass value and GW frequency. In Figures 6 and 7 the
white diamonds represent the locations of the 17 NANOGrav
pulsars used in the analysis and the black (white) stars are the
sky locations of potential GW hotspots (Simon et al. 2014) and
possible GW source candidates (Valtonen et al. 2008; Iguchi
et al. 2010; Ju et al. 2013).

We will now discuss the features of this sky-dependent upper
limit computed using the frequentist Fp statistic. Firstly, we
notice that the overall distribution is quite similar to the antenna
pattern response (i.e., 1 + cos µ) as is to be expected in the case
of no detection. Due to this, we are most sensitive (larger lower
limit on luminosity distance) at sky locations near the best timed
pulsars (i.e., J1713+0747, B1855+09, J1909−3744) and least
sensitive in the opposite direction. More quantitatively, we note
that in the most sensitive areas of the sky we can constrain
the luminosity distance dL ! 47 Mpc for M = 109 M⊙.
Furthermore, it is possible to constrain the luminosity distance
dL ! ∼2 Gpc in the most sensitive sky locations if we consider
1010 M⊙ chirp mass sources. It should be noted that the Bayesian
fixed-noise search gives nearly identical results to the fixed-
noise frequentist search.

We now move to the sky-dependent upper limit computed
using the full Bayesian technique where the GW and noise
parameters are varied simultaneously. The first observation that
we make is that the overall scale is about a factor of two
lower than the fixed-noise frequentist or Bayesian upper limit.
At first this may be surprising given the general agreement
of the sky-averaged upper limits of Figure 5; however, full
Bayesian sky-dependent upper limits exacerbate the problem of
relatively few pulsars contributing to the overall PTA sensitivity
as shown in Figure 2. Another difference in this upper limit,
as opposed to the frequentist upper limit, is that it does not
quite match the expected antenna pattern response function.
These differences are due to the fact that we are simultaneously
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Figure 7. 95% lower limit on the luminosity distance as a function of sky
location computed using the Bayesian method including the noise model. The
values in the colorbar are calculated assuming a chirp mass of M = 109 M⊙
and a GW frequency fgw = 1 × 10−8 Hz. The white diamonds denote the
locations of the pulsars in the sky and the black (white) stars denote possible
SMBHBs or clusters possibly containing SMBHBs.
(A color version of this figure is available in the online journal.)

varying the GW and noise parameters, and when only one
or a few pulsars contribute to the PTA sensitivity, there is a
degeneracy between intrinsic red-noise processes in the pulsar
and a common GW among all pulsars. In other words, it is very
difficult to distinguish between a low-frequency continuous GW
and a red noise process if only a small number of pulsars have
sufficiently low noise levels to resolve the GW.

Because Bayesian upper limits marginalize or integrate over
all parameters except the amplitude, the correlations between
the GW and the red noise amplitude will broaden the 1D PDF
of the amplitude and thus will result in larger upper limits as
opposed to the fixed-noise case. As is clear from Figure 7, the
aforementioned effect is very strong for GW sky locations near
our best timed pulsars. For example, we are not most sensitive to
GWs around the sky location of PSR J1713 + 0747 because this
pulsar contributes a very large percentage of the overall S/N of
the GW in this case and thus results in a very large correlation
between the GW and red noise amplitudes.

Since, at the moment, we have no way of measuring the noise
properties of the pulsars independently of any GWs that may be
present in the data, to perform a completely robust upper limit
or search we must allow both to vary simultaneously. Given this
reality, we must view any fixed-noise results with the caveat that
they assume that the noise parameters are measured perfectly
and are independent of any GWs in the data.

Unfortunately, many of the GW hotspots and potential
SMBHB sources are located at insensitive sky locations, for
both frequentist and Bayesian analyses, where our lower limit
on distance only allows us to constrain 1010 M⊙ sources. This
fact is a great argument for aggressive pulsar search campaigns
and the addition of new pulsars to the PTA at sky locations that
are currently insensitive (Burt et al. 2011).

5.3.5. Constraints on the SMBHB Coalescence Rate

A non-detection of continuous GW, as we have presented
here, allows us to compute an upper limit on the rate of
SMBH coalescences using methods presented in Wen et al.
(2011). Since we have made no detections, we assume Poisson
statistics for the probability of an event (i.e., a detectable signal)
occurring, that is, the probability of no events is e−⟨N⟩, where
⟨N⟩ is the expected number of events. We use this probability
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Figure 9. All-sky upper limits on h
0

as a function of GW frequen-
cies for two cases: signals injected to real data (dash blue) or simu-
lated noise (solid pink). The all-sky sensitivity curve (solid black)
is obtained for simulated noise. Two vertical lines correspond to
frequencies of 1 and 2 yr�1. The dash-dotted straight lines are
strain amplitudes expected from SMBBHs with Mc = 1010M�
and dL = 400 Mpc (upper), or Mc = 109M� and dL = 30 Mpc
(lower). The point marked by a plus sign is the sensitivity calcu-
lated for evolving sources assuming Mc = 1010M�.

of limits is almost identical. Also shown in Fig. 9 is an all-
sky sensitivity curve for case b). This sensitivity curve is
roughly a factor of two above the upper limit curve. This
is expected because in the process of setting an upper limit
P

sim

is compared against P
obs

which has an average of four
(the distribution of P

obs

varies significantly over frequency,
resulting in the noisiness in the upper limit curves), and the
threshold P

th,all�sky

= 20.877 is a factor of five higher than
P

obs

on average (taking
p
5 for scaling in h

0

). In order to
test the e↵ect of our assumption that pulsar terms are in the
same frequency bin as Earth terms, we calculate the sensi-
tivity at the 5th bin (the most sensitive bin, with a centre
frequency 8 nHz) for evolving sources with Mc = 1010M�.
As indicated by the “plus” sign in Fig. 9, the sensitivity at
this frequency bin is only increased by 7%.

Our upper limits are about a factor of four better than
the previously published limits in PPTA10. This improve-
ment is mainly because the new data set has significantly
improved timing precision and cadence over the earlier data
set. Our limits also improve by a factor of two on those re-
ported in the recent paper by NANOGrav (Arzoumanian
et al. 2014), comparing to their results based on “fixed-
noise” approaches. This improvement is mostly caused by
the higher observing cadence, the slightly longer data span
and the much larger number of independent observing ses-
sions in the PPTA data set. It should be noted that: 1) there
is a factor of

p

8/5 di↵erence in the definition of the GW
strain amplitude being constrained in PPTA10. Their up-
per limits were set on the inclination-averaged mean-square
amplitude that is given by h

0

⇥
p

8/5 (see, e.g., equation
(24) in Ja↵e & Backer 2003); 2) As CW signals were under-
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Figure 10. Sensitivities as a function of GW frequencies for the
most (lower), median (middle) and least (upper) sensitive sky di-
rection given the PPTA DR1 data. Straight lines are for SMBBHs
with Mc = 109M� and dL = 100 Mpc (lower), Mc = 1010M�
and dL = 1.5 Gpc (middle), Mc = 1010M� and dL = 170 Mpc
(upper), that could produce CW signals at the level of the three
sensitivity curves between 10�8 and 10�7 Hz (except two narrow
bands centred around 1 and 2 yr�1).

represented in PPTA10 by a factor of
p
2, corresponding to

the di↵erence between the maximum amplitude of a sinu-
soid and its rms amplitude, we have divided upper limits
presented in that paper by the same factor when making
comparisons.

In Fig. 10 we show sensitivity curves for the most, me-
dian and least sensitive sky direction given the PPTA DR1
data. It should be noted that such sensitivities are to be
used as a guide for targeted searches, i.e., for known source
sky locations and frequencies. For the most sensitive sky di-
rection, the current data set is sensitive to average-oriented
SMBBHs of chirp masses 109M� up to about 100 Mpc in the
frequency band of 10�8–10�7 Hz (except two narrow bands
centred around 1 and 2 yr�1). For directional searches with
unknown orbital frequencies sensitivities would be decreased
by 15% to account for the trials factor involved in a search
over frequency as discussed in section 3.4. The median sen-
sitivity curve is a factor of four below the all-sky sensitivity
curve because for 95% of the whole sky sources with h

0

above the latter can be detected while the former only ap-
plies to ⇠ 50% of the sky. For both Figs 9 and 10, the huge
sensitivity loss at around 1 and 2 yr�1 is due to the con-
straints set on A

+,⇥(t) which aim to avoid the covariance
between a global fit for A

+,⇥(t) and the fit for positions,
proper motions and parallax of individual pulsars.

Fig. 11 shows the distance at which a circular SMBBH
of a certain chirp mass would produce a detectable signal
at 10�8 Hz in our data set. In this plot the signal injec-
tions only include Earth terms because the inclusion of pul-
sar terms bias the sky localization and thus make the sky
map very noisy. However, we emphasize that similar results
should be obtainable if we search over the sky (rather than
only at the injected location) for each signal injection when
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Constraining Local Binarity
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Figure 1. (Left) Black holes with dynamical mass measurements M
bh

and the strain amplitudes h
0,eq of GWs that would be emitted

if the sources were in equal-mass binaries. The vertical lines represent the all-sky upper limits on h
0

from continuous waves by EPTA
(dotted), PPTA (dot-dashed), and NANOGrav (dashed). Here h

0

is determined at a GW frequency of 10 nHz. (Right) Same as the left
panel but for the sample of 116 most massive early-type galaxies within 108 Mpc targeted by the MASSIVE Survey. The purple points
here show black hole masses estimated from the M

bh

-� relation, where � is the measured stellar velocity dispersion of the galaxy (see
Section 3.2). The dashed box shows the region spanned by the MASSIVE galaxies when the M

bh

-M
bulge

relation is instead used to infer
M

bh

. The range of M
bh

based on M
bulge

is smaller because the MASSIVE galaxies are selected based on their stellar masses and not
velocity dispersions. The eight orange points in both panels represent the galaxies common to both samples, i.e. the MASSIVE galaxies
with dynamically measured M

bh

.

3 TWO SAMPLES OF BLACK HOLES

3.1 Black holes with dynamical mass
measurements

We first examine a collection of 77 galaxies whose SMBH
masses have been measured directly from kinematics of dy-
namical tracers within the gravitational sphere of influence
of the black holes. These measurements represent over two
decades of observational e↵orts by various collaborations
and are obtained from high-angular-resolution spectroscopy
of the centers of galaxies within a distance of ⇠ 120 Mpc
from earth. Stars and ionized gas are the most commonly
used tracers. Masers and molecular CO gas with organized
rotations have been used for a small set of black holes. We
take the sample of 72 compiled in McConnell & Ma (2013),
and add five measurements published since then: NGC 4526
(Davis et al. 2013; Gould 2013), M60-UCD1 (Seth et al.
2014), NGC 1277 (Walsh et al. 2015a), NGC 1271 (Walsh
et al. 2015b), and NGC 1600 (Thomas et al. 2016).

These dynamical measurements are sensitive to the to-
tal enclosed mass within the angular resolution scale allowed
by the instruments and observing conditions at the time the
data were taken. With the exception of the center of the
Milky Way (Genzel et al. 2010), the data can not distin-
guish a single black hole from a binary below this spatial
scale. If any one of these galaxies indeed harbors a SMBH
binary, their relatively small distances from earth and large
masses make them the most promising sites for continuous
GW detections by the PTAs. Conversely, an upper limit on
GW strain amplitudes from PTAs provides a correspond-
ing upper limit on the allowed binary mass ratio given by
Eq. (5).

We depict these data by showing the equal-mass h
0

from
Eq. (4) as a function of the measured SMBH mass in the left
panel of Figure 1. This value of h

0

corresponds to the largest
possible strain for a source with known total M

bh

and dis-
tance. We find a tight relationship as expected, since the
scaling with mass is the strongest power law in determining
the value of h

0

. The black holes in the Milky Way and M31
are extreme outliers due to their small distances. We show
the angular distribution of these possible GW sources rela-
tive to the pulsars in various PTAs in the top panel of Figure
2; the angular distribution of sources and pulsars is crucial
for detectability because of the PTA antenna pattern. For
instance, potential sources which lie along similar lines of
sight as the best-timed pulsars will be the most constrained
by PTAs.

3.2 The MASSIVE Survey: Most massive black
holes within 100 Mpc

The galaxies with dynamical M
bh

measurements discussed
in Sec 3.1 represent a heterogeneous collection of both late-
type and early-type galaxies over a wide mass range. The
data points shown in the left panel of Figure 1 are there-
fore a compilation of measurements obtained with di↵ering
methods and selection criteria and do not represent results
from any well-defined survey or systematic search.

For a more complete census of possible sites for the most
massive black holes in the local volume, we consider here the
galaxies in the ongoing MASSIVE survey (Ma et al 2014).
The MASSIVE survey is a volume-limited, multi-wavelength
spectroscopic and photometric survey of the 116 most mas-
sive early-type galaxies within 108 Mpc in the northern sky

MNRAS 000, 1–8 (2015)
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(above a declination of �6�). The galaxies in the survey are
selected based on stellar mass, and the survey is complete to
an absolute K-band magnitude of MK = �25.3 mag, corre-
sponding to a stellar mass of M⇤ ⇡ 1011.5 M�. The MAS-
SIVE galaxies reside in diverse environments. Despite their
large stellar masses, only 9 of the 116 galaxies reside in the
three well-known clusters Virgo, Perseus and Coma. A total
of 26 MASSIVE galaxies are relatively isolated and consid-
ered “groupless” according to the group catalog of Crook
et al. (2007), containing fewer than three group members.

Eight galaxies in the MASSIVE sample have published
black hole masses in the literature: NGC 4486 (Gebhardt
et al. 2011; Walsh et al. 2013), NGC 4472 and NGC 7619
(Rusli et al. 2013), NGC 4649 (Shen & Gebhardt 2010),
NGC 3842 and NGC 4889 (McConnell et al. 2011, 2012),
NGC 7052 (van der Marel & van den Bosch 1998), and NGC
1600 (Thomas et al. 2016). These galaxies are located at the
high end of the M

bh

and galaxy bulge mass relation. The
ongoing MASSIVE survey is expected to provide at least 15
new measurements of M

bh

.
To estimate the dynamical value of M

bh

for the entire
MASSIVE sample, we follow the standard practice of using a
galaxy’s measured stellar velocity dispersion � or bulge mass
M

bulge

and converting them into M
bh

from well-established
scaling relations between black hole and galaxy properties.
We use � from Ma et al. (2014, Table 3), and we obtain
the bulge mass from MK in the same table and convert
it to M

bulge

using log
10

M⇤ = 10.58 � 0.44(MK + 23). We
assign the total stellar mass to the bulge since the MASSIVE
galaxies are all early-type galaxies and most of them are
elliptical galaxies.

In the right panel of Figure 1 we show h
0,eq for equal-

mass binaries as a function of M
bh

inferred for MASSIVE
galaxies, using the M

bh

-� relation of McConnell & Ma
(2013). The range of M

bh

and hence h
0

is smaller when
using the M

bh

-M
bulge

relation (indicate by the dashed box)
because the MASSIVE survey is selected based on galaxy
mass and not �. Even though M

bulge

and � of galaxies are
positively correlated, there is a large scatter in � at a given
stellar mass. For the rest of the paper, we focus on masses
inferred by the M

bh

-� relation.
The angular positions of the MASSIVE galaxies and

PTA pulsars are plotted in the bottom panel of Figure 2.
We note that several MASSIVE galaxies are along almost
the same line of sight as several PTA pulsars, enhancing
their detectability owing to the steep angular dependence
of the PTA antenna patterns (Wahlquist 1987; Corbin &
Cornish 2010).

4 CONSTRAINTS ON INDIVIDUAL BINARY
MASS RATIOS

As shown in Figure 1, the h
0,eq values for a subset of poten-

tial SMBH binaries are above the current all-sky PTA up-
per limits (vertical lines). In this section we examine these
potential sources further, as well as sources that are con-
strained because they are located in regions of the sky with
greater PTA sensitivity, as illustrated in Zhu et al. (2014,
Figure 11) and Babak et al. (2015, Figures 7 & 8). As dis-
cussed in Section 2, we can use the current PTA limits on

Figure 3. GW frequency dependence of the upper limits on the
black hole mass ratio (m

2

 m
1

by definition) of hypothetical
binaries located in the centers of NGC 4889 (red), NGC 4486
(purple), NGC 4649 (blue), and NGC 1600 (orange). For each
galaxy, the limit on m

2

/m
1

is computed using the 95% upper
limits on h

0

from EPTA (dashed curve) and PPTA (solid curve).
Also shown is the corresponding binary orbital separation calcu-
lated assuming a 1010 M� SMBH binary. Here we use M

bh

for
NGC 4486 from Gebhardt et al. (2011) and we assume that all
SMBH masses are given by their mean measured values.

continuous GWs to obtain an upper limit on the binary mass
ratio m

2

/m
1

for each source using Eq. (5). For the rest of
our analysis, we focus on the limits from EPTA and PPTA,
which have the strongest constraints to date. In particular,
we use their constraint maps, which include the full angular
dependence of these constraints. We note here that by simply
using the h

0

constraint maps reported by these two PTAs,
we are not able to constrain the binary mass ratio with a
high degree of certainty. To do that properly, one would
need many signal injections in the PTA data which sample
the possible mass ratios and other properties of the SMBH
binary. This more rigorous analysis is beyond the scope of
this exploratory study. Nevertheless, we report constraints
using the methods outlined above, noting that our results
serve as a benchmark and as a proof of concept.

We further note that despite the simple frequency scal-
ing in Eqs. (1) and (4), the constraints on h

0

from the full
analyses of PTA data have more complicated features in the
frequency dependence due to various degeneracies between
timing models and GW signals. The frequency dependence
of the PTA constraints on continuous GWs is illustrated by
Arzoumanian et al. (2014, Figure 6), Zhu et al. (2014, Fig-
ure 9), and Babak et al. (2015, Figure 6). All three figures
show that the constraints on h

0

are especially weak at fre-
quencies corresponding to 1 and 2 inverse years, since pulsar
timing systematics coming from the earth’s orbit are partly
degenerate with a GW signal. There is also an upward trend

MNRAS 000, 1–8 (2015)
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FIG. 1: 95% upper limits on the strain amplitude, where C
l

=
P

l

m=�l

|c
lm

|2/(2l + 1). Left: all-band anisotropy parametrization
and frequency-dependent parametrization (ii). The right axis is the ratio of the upper limit to the monopole. The inset figure shows
95% upper limits on (C

l

/4⇡)1/4 which are marginalized over the strain amplitude for the all-band anisotropy parametrization and a
constant likelihood analysis. Our limits reflect the constraints of the physical prior. Right: all-band anisotropy parametrization, where
the c

lm

values are obtained by mapping cross-correlation values to the spherical harmonic basis, without physical prior rejection.

values, ~�, such that ~� = H~c. A single row of the ma-
trix H will have entries corresponding to the ORF be-
tween pulsars a and b evaluated for all basis terms. In
the spherical-harmonic basis, such a row would consist
of

⇣
�
(ab)

00

�
(ab)

1�1

· · · �(ab)

lm

⌘
, and for a pixel basis this is

⇣
�
(ab)

ˆ

⌦

1

�
(ab)

ˆ

⌦

2

· · · �(ab)

ˆ

⌦N

⌘
. Having recovered posterior sam-

ples of the vector ~�, we map these to samples of ~c via
~c = H+~�, where H+ corresponds to the Moore-Penrose
pseudo-inverse of the matrix H [46, 47]. The results
for mappings to the spherical-harmonic basis with vary-
ing l

max

are shown in Fig. 1(right). The data support
such strong anisotropy signatures in this model because
the joint-posterior in the cross-correlation values are con-

1.6 2.4 3.2 4.0 4.8 5.6 6.4
A95% ul

h (��̂) [⇥10�14]

FIG. 2: 95% upper limits on the GW strain amplitude in each
pixel. These limits are obtained by mapping from the Bayesian
MCMC-sampled cross-correlation values to a pixelated ORF ba-
sis (N

pix

= 12288). White stars show the pulsar locations.

sistent with essentially the entire range of [�1, 1], which
when mapped to a spherical-harmonic ORF-basis leads to
large c

lm

values. There is nothing to penalize these large
anisotropy coefficients, which lead to highly anisotropic
(and possibly negative) GW power distributions and would
otherwise be restricted by the physical prior. This supports
to our claim that the constraints in Fig. 1 (left) are prior-
dominated.

We also map our recovered cross-correlation samples to
a pixel basis with 12288 equal-area pixels on the sky. We
supplement our mapping with the additional normalization
constraint that

R
S

2

P (⌦̂)d⌦̂ ⇡
P

N

pix

i=1

c(⌦̂
i

)�⌦̂
i

= 4⇡.
The resulting SGWB power in each pixel is marginalized
over all other pixels and truncated to obtain the positive
1D-marginalised power PDF before it is integrated over to
obtain the upper limit on the strain-amplitude in that pixel.
The result is shown in Fig. 2, where we see the distinc-
tive overlapping antenna patterns of the pulsars mapping
out the sensitivity of the PTA to the background strain-
amplitude. The constraints on A

h

from each pixel are quite
poor, and in some cases are more than an order of magni-
tude worse than the all-sky upper limit. As we decrease
the resolution of the pixelation the constraints in each pixel
become tighter, until we reach the limit of one pixel, which
recovers the usual all-sky upper-limit. Figure 2 can also
help to explain the results in the right panel of Fig. 1, where
we see that the distribution of pulsars in our array leads to
the sub-optimal overlapping of the antenna response func-
tions, which in turn causes insensitivities around the 4 clus-
tered pulsars and on large angular scales. Hence, we will
lack sensitivity to large angular scale anisotropy (l ⇠ 1),
which is reflected in the right panel of Fig. 1. Moreover,
this sensitivity map illustrates the importance of timing
pulsars from all over the sky to ensure a more uniform sen-
sitivity to GW strain, which will be possible through inter-

Taylor, Mingarelli, et al.
(2016)
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Eccentric Binaries
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Figure 4. (Left): The contribution of each harmonic of the orbital frequency to the variance of the plus-component timing residuals. At each eccentricity
we normalize the contributions from each harmonic with respect to the maximum contribution. The only contribution for circular binaries is from the second
harmonic (black star and line, slightly offset from n = 2 for ease of viewing). At higher eccentricities (e = 0.5,0.9) the contribution is spread into a spectrum
of higher harmonics, but is dominated by the fundamental harmonic. (Right): The fraction of the total variance contributed by the dominant harmonic, n̄, as a
function of eccentricity. As in the left panel, n labels the harmonic of the binary mean orbital frequency. In the range 0  e . 0.4 the second harmonic dominates,
whilst beyond e ⇠ 0.4 the fundamental harmonic dominates the variance of the induced timing residuals.

Figure 5. Exclusion regions in binary eccentricity and orbital frequency as
a function of binary total mass, corresponding to parameter combinations
where unmodelled evolution of binary pericenter direction causes a bias in
orbital frequency recovery which could be resolved by 10 years of PTA ob-
servations, � f = 1/T = 3.2 nHz.

to systems with very high total mass and eccentricity, and or-
bital frequencies beyond the region of peak PTA sensitivity.
Hence, we ignore this effect here and consider only {F,e}
evolution in Sec. 7, but information from these additional ef-
fects may allow the individual binary component masses, and
possibly their spin, to be constrained (Mingarelli et al. 2012).
Additionally, these effects are likely to be highly important
when tracing the binary evolution back by thousands of years
to the pulsar term.

5. SIMULATED DATASETS AND ANALYSIS
For our proof-of-principle study of an eccentric single-

source pipeline, we consider two types of PTA datasets. In
our Type I array, we consider the 36 pulsars from the IPTA
mock data challenge.8 They are timed to 100 ns precision

8
http://www.ipta4gw.org/?page_id=89

over a timing baseline of 10 years, with observations carried
out every 4 weeks. This array is obviously idealized, how-
ever the generalization to more realistic observing schedules
and pulsar noise properties does not require modifications to
our pipeline since it is constructed in the time-domain, and is
shielded from Fourier domain spectral leakage caused by red
timing noise or irregular sampling. The Bayesian pipeline can
be trivially incorporated into a more general pipeline which
simultaneously estimates pulsar noise properties and other
stochastic signals. The Type I datasets will serve as the ideal
observing scenario to test for any systematic errors in our sig-
nal construction which are separate from observing practical-
ities, and will also be used for brief analyses of the influence
of binary eccentricity on circular- or eccentric-model signal-
to-noise ratios (SNRs).

To emulate more realistic observing schedules and pulsar
noise properties, we also construct Type II datasets using the
actual epochs of observation and noise properties of the 18
pulsars that were used by the NANOGrav collaboration to
place astrophysical constraints on the nanohertz GW back-
ground (The NANOGrav Collaboration et al. 2015; Arzou-
manian et al. 2015). These pulsars suffer from irregular sam-
pling, different timing baselines (the longest is ⇠ 9 years),
heteroscedastic TOA measurement errors, and, in some cases,
intrinsic pulsar spin noise. These Type II arrays will be used
for our Bayesian studies of the penalties arising from assum-
ing a circular binary model when analyzing data having an
eccentric signal, and also when estimating the precision with
which current PTAs can estimate binary parameters.

We use the simulation routines within libstempo,9 a python
wrapper for the pulsar-timing software package TEMPO2
(Hobbs et al. 2006; Edwards et al. 2006). For a fiducial
source, we are only interested in sensible binary parameters
which will illustrate the efficacy of the search pipeline. We
follow Ellis (2013); Taylor et al. (2014) by considering a
source with the following characteristics: {M = 109

M�,F =
5 nHz,� = 0.95,✓ = 2.17, ◆ = 1.57, l0 = 0.99, = 1.26,� = 0.5},
and a luminosity distance scaled to meet a required optimal

9
http://vallis.github.io/libstempo/
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Figure 6. The post-fit residuals of pulsar J0030+0451 for simulated Type I data are shown in the upper portions of both panels as blue points with associated
error bars. The left panel corresponds to an injected GW signal from a circular (e = 0.0) binary, while the right panel corresponds to an injected GW signal from
an e = 0.5 binary. (Upper): The boundaries of the 95% credible envelope of post-fit residuals induced by the GWs are shown as red dashed lines, while the
residuals corresponding to the mean signal parameters are shown as solid black. These GW residuals are computed from the parameter posterior PDFs returned
by Bayesian analysis of the simulated data, and then projected to post-fit values (Demorest et al. 2013). The black dashed line shows the maximum likelihood
post-fit residuals returned by an eccentric F

e

-statistic (see Sec. 5.1) analysis (residuals are offset by +0.1 µs for ease of viewing). (Lower): The offset of the
reconstructed GW-induced residuals from the injected residuals is shown, where all lines correspond to the same cases as the upper panels. The boundaries of
the 95% Bayesian credible envelope of post-fit residuals encompasses � = 0, which is a good indicator of the robustness of the pipeline.

Figure 7. Normalized optimal SNR of a single source as a function of the
binary eccentricity for a PTA timing baseline of 10 years (Type I data). Only
the Earth-term component is considered. Each curve corresponds to a differ-
ent choice of binary orbital frequency, and is computed by averaging the SNR
over all waveform angular parameters. For reference, the GW frequency of
greatest sensitivity in this Type I pulsar array is ⇠ 5 nHz.

Figure 8. Bayes factors for a signal+noise model versus a noise model alone
in Type II datasets with varying SNR injections. The injected binary param-
eters are the fiducial values given at the start of Sec. 5. The solid blue line
shows the results for the full eccentric Bayesian pipeline, while the dashed
green line shows the results for searches over the semi-maximized signal pa-
rameter space (intrinsic parameters) in the eccentric F

e

statistic. Red lines in
the inset figure show the SNR at which each technique reaches a Bayes factor
of 100.
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Figure 6. The post-fit residuals of pulsar J0030+0451 for simulated Type I data are shown in the upper portions of both panels as blue points with associated
error bars. The left panel corresponds to an injected GW signal from a circular (e = 0.0) binary, while the right panel corresponds to an injected GW signal from
an e = 0.5 binary. (Upper): The boundaries of the 95% credible envelope of post-fit residuals induced by the GWs are shown as red dashed lines, while the
residuals corresponding to the mean signal parameters are shown as solid black. These GW residuals are computed from the parameter posterior PDFs returned
by Bayesian analysis of the simulated data, and then projected to post-fit values (Demorest et al. 2013). The black dashed line shows the maximum likelihood
post-fit residuals returned by an eccentric F

e

-statistic (see Sec. 5.1) analysis (residuals are offset by +0.1 µs for ease of viewing). (Lower): The offset of the
reconstructed GW-induced residuals from the injected residuals is shown, where all lines correspond to the same cases as the upper panels. The boundaries of
the 95% Bayesian credible envelope of post-fit residuals encompasses � = 0, which is a good indicator of the robustness of the pipeline.

Figure 7. Normalized optimal SNR of a single source as a function of the
binary eccentricity for a PTA timing baseline of 10 years (Type I data). Only
the Earth-term component is considered. Each curve corresponds to a differ-
ent choice of binary orbital frequency, and is computed by averaging the SNR
over all waveform angular parameters. For reference, the GW frequency of
greatest sensitivity in this Type I pulsar array is ⇠ 5 nHz.

Figure 8. Bayes factors for a signal+noise model versus a noise model alone
in Type II datasets with varying SNR injections. The injected binary param-
eters are the fiducial values given at the start of Sec. 5. The solid blue line
shows the results for the full eccentric Bayesian pipeline, while the dashed
green line shows the results for searches over the semi-maximized signal pa-
rameter space (intrinsic parameters) in the eccentric F

e

statistic. Red lines in
the inset figure show the SNR at which each technique reaches a Bayes factor
of 100.

Taylor, Huerta, et al.
(2016)
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Flexible GW Searches

Madison et al. (2016)

Directional GV searches with PTAs 3667

Figure 1. Left: the total power detection statistic, D, as it varies over the sky. The black circle indicates the position on the sky that yielded the greatest value
of D. Right: the Â+ and Â× time series for the direction of the sky that yielded the greatest value of D. Top: analysis of SIM1. The detection statistic never
exceeds values that are inconsistent with noise. Middle: analysis of SIM2. The detection statistic clearly indicates that the data are inconsistent with the noise,
we are able to localize the location of the injected GW source, and we can reconstruct the waveform of the injected burst. Bottom: analysis of the six-year DR1
from the PPTA. The stars indicate the positions of the 20 pulsars included in DR1. The coloured diamonds indicate the positions of five nearby massive galaxy
clusters: Virgo (blue), Fornax (green), Norma (magenta), Perseus (cyan), and Coma (yellow). There is no significant evidence for GW power in DR1.

6 TA R G E T E D I N V E S T I G ATI O N S O F N E A R B Y
M A S S I V E G A L A X Y C L U S T E R S

Simon et al. (2014) recently conducted a detailed analysis of surveys
of local galaxies in order to identify potential directions on the sky
from which an initial detection of resolvable GWs by PTAs is likely
to originate, so-called ‘GW hotspots’. They singled out, in order
of increasing distance from Earth, several massive galaxy clusters:
Virgo, Fornax, Norma, Perseus, and Coma. The directions to these
clusters are indicated in the bottom left panel of Fig. 1 with coloured
diamonds. These clusters are all within 100 Mpc of Earth and all but
Fornax, the smallest of the five, contain upwards of 500 galaxies.
In Fig. 2, we plot the Â+ and Â× time series produced when DR1
is phased up to the directions of each of these galaxy clusters. All
are consistent with noise.

There are several notable features in Fig. 2. First, all five pointings
have some marginal outliers near the 2008 September commission-
ing of the new pulsar timing backend at Parkes that was discussed
earlier. We demonstrated in our analysis of SIM2 (depicted in Fig. 2)
that a GW burst can be localized on the sky and the five clusters
we consider here are from widely separated directions; this gives

further weight to the argument that there are systematic issues with
DR1 near September of 2008 and it is very unlikely that the excess
power in Â+ and Â× is from a spatially localized GW source. Sec-
ondly, the scatter in all pointings is larger earlier in the time-span;
this is due largely to an increase in the observing cadence over time
and thus a greater number of ToAs contributing to each Â+ and Â×
sample later in the data set. The change in the observing cadence
has not led to any issues in our analysis of DR1, but this illustrates
the possible need for unequal spacing in the Â+ and Â× sample
grid in other data sets. Finally, the scatter in the Â+ and Â× time
series is biggest in our pointing towards the Perseus cluster and
smallest in our pointing towards the Norma cluster. The Perseus
cluster is in the opposite direction of the sky from the peak concen-
tration of PPTA pulsars while the Norma cluster is very nearly in the
same direction as many of the PPTA pulsars. This is a reflection of
the point we discussed in Section 2 that pulsar timing measurements
are more sensitive to GWs coming from directions of the sky near the
direction of the pulsar. It is well known that an anisotropic dis-
tribution of well-timed pulsars leads to anisotropic sensitivity to
GWs; this again highlights the importance of the IPTA and close

MNRAS 455, 3662–3673 (2016)
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Bonus: Cosmic Strings
18
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Figure 12. (left): Cosmic string constraints in terms of string tension Gµ and reconnection probability p using the results of recent cosmic string simulations
described in Blanco-Pillado et al. (2014). (right): Cosmic string tension Gµ vs loop size parameterized by ↵cs using the model described in LTM15. The shaded
area is ruled out by our GW upper limit in both panels.

et al. 2003; Copeland et al. 2004). Cosmic (super)strings pro-
duce a stochastic background of GWs as well as individual
bursts (Damour & Vilenkin 2001; Damour & Vilenkin 2005;
Siemens et al. 2006, 2007; Ölmez et al. 2010).

Our limits on the amplitude of the stochastic background
can also be used to constrain the parameter space of cos-
mic (super)strings. Recent simulations (Blanco-Pillado et al.
2014) have shown that cosmic (super)string loop densities
are dominated by loops that formed at scales comparable to
the Hubble size at the time of formation, even though only
about 10% of loops are formed with such large sizes. We use
the loop distributions derived by Blanco-Pillado et al. (2014),
specifically Eqs. (63), (65), and (67) of that reference with
loop size ↵cs = 0.05, together with the techniques described in
Ölmez et al. (2010) to compute the stochastic background pro-
duced by cosmic string cusps. The cosmological parameters
we used are taken from the Planck 2015 data (Ade et al. 2015).
In this case the relevant parameters are the string tension Gµ
and the reconnection probability p. We explore this parame-
ter space and exclude regions where the cosmic (super)string
network would have resulted in a stochastic background am-
plitude larger than that ruled out by our measurements. The
left panel of Figure 12 shows the results of our analysis. On
the y-axis we show the reconnection probability and on the x-
axis the string tension. The gray shaded area shows the region
of cosmic string parameter space that is ruled out. Note that
for p = 1 our data only allow for cosmic (super)strings with
tensions Gµ < 1.3⇥10-10.

Recently LTM15 presented a comprehensive and fully gen-
eral overview of cosmic string limits from the EPTA, and
found a conservative limit on the string tension to be Gµ <
1.3⇥ 10-7. The limit is conservative in the sense that it is
found by considering a wide range of loop sizes and taking
the upper limit to be the largest possible value of Gµ con-
sistent with the data. The limit was identical to that set by
the Planck Collaboration, combining Planck and high-l Cos-
mic Microwave Background data with Atacama Cosmology
Telescope (ACT) and the South Pole Telescope (SPT) , cf.
Planck Collaboration et al. (2014). While the calculation in
LTM15 was not carried out explicitly for the Blanco-Pillado
et al. (2014) simulations we can use their published limit
on ⌦gw( f )h2 = 1.2⇥ 10-9 for cosmic strings to place a limit
of Gµ < 8.6⇥ 10-10. Our limit for this model is therefore

roughly a factor of 6.6 times more constraining than the in-
ferred previous limit. Using the same analysis developed by
the EPTA, (Sanidas et al. 2012, 2013), we compute the up-
per limit on the string tension Gµ as a function of loop size
↵cs as shown in the right panel of Figure 12. Our conserva-
tive limit on cosmic string tension using this range of cosmic
string models is Gµ < 3.3⇥10-8, a factor of 4 better than both
the combined Planck, ACT, SPT limit and the EPTA limit.

6. SUMMARY AND CONCLUSIONS

This paper reports on the search for an isotropic stochas-
tic GW background in NANOGrav’s 9-year dataset. We do
not find positive statistical evidence for the presence of such
a signal. Following up on a series of earlier results by the
three PTAs, we report new upper limits on the amplitude of
backgrounds described by power-law spectra:

• For an astrophysical background of SMBH binaries
(corresponding to a timing-residual spectral density
with exponent � = 13/3), we find a 95% confidence
limit Agw < 1.5 ⇥ 10-15, five times more constrain-
ing than the analogous limit for NANOGrav’s 5-year
dataset (DFG13). Under the assumption of purely
GW-driven evolution, leading to an unbroken � = 13/3
power law, we compute the probability that our con-
straint is consistent with the MOP14 and S13/RWS14
theoretical predictions for Agw as 0.8% and 20%, re-
spectively, essentially ruling out the MOP14 model and
placing the S13/RWS14 model in tension with our data.
[Sec. 4.2.1.]

• We verify the consistency of our limit with previously
reported scaling relations between SMBH mass and
galactic bulge mass, adopting fiducial estimates for
galaxy merger rates and the stellar mass function. Un-
der the assumption of circular GW-driven binaries, our
limit is slightly inconsistent with the Kormendy & Ho
(2013) relation, and consistent within the error margin
for the McConnell & Ma (2013) relation. [Sec. 5.1.1.]

• We also perform an optimal-statistic (cross-correlation)
analysis, and find limits that are 5.4 and 1.5 times more
constraining than the analogous DFG13 and LTM15 re-
sults. The cross-correlation SNR is 0.8, indicating that

Arzoumanian et al. (2016)
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Figure 24. Measured cross-correlated power ρab as a function of separation angle θab for pairs of pulsars in our set, with error bars showing 1σ uncertainty. Power is
normalized relative to an A2

1 = 10−30, α = −2/3 GWB. The lines show the ±2 σ fit to the amplitude of the Hellings–Downs function ζ (θ ). All 136 cross-correlation
points were used for the fit, however for clarity the 15 lowest-uncertainty values are denoted with solid/bold symbols.

Table 4
Cross-correlated Power Measurements and GW Results

Pulsar a Pulsar b Angle θab α = −2/3 α = −1 α = −7/6

Cross-power Uncertainty Cross-power Uncertainty Cross-power Uncertainty
(deg) ρab (10−30) σρab (10−30) ρab (10−30) σρab (10−30) ρab (10−30) σρab (10−30)

J1713+0747 J1909−3744 53.0 −28.4 13.2 −8.8 4.4 −5.9 2.7
J1713+0747 J1744−1134 20.8 −13.1 23.4 −3.5 7.7 −1.6 4.0
J0613−0200 J1713+0747 164.0 24.0 33.4 7.1 11.0 3.8 5.9
J1012+5307 J1713+0747 92.8 4.8 35.0 1.1 11.2 0.6 6.0
J1744−1134 J1909−3744 32.4 8.3 40.7 −0.6 12.6 0.4 8.0
J0030+0451 J1713+0747 108.2 21.2 41.0 6.7 12.6 3.8 6.5
J1713+0747 B1855+09 25.7 −44.0 49.5 −11.5 17.9 −5.5 9.9
J0613−0200 J1909−3744 138.2 −40.9 59.4 −13.0 18.3 −7.8 11.7
J1012+5307 J1909−3744 145.2 −9.9 62.6 −4.8 18.7 −3.1 11.9
J0030+0451 J1909−3744 85.3 −44.4 75.0 −14.4 21.2 −8.3 13.0
J1713+0747 J1853+1308 25.2 −71.8 82.1 −18.7 19.5 −9.8 9.6
B1855+09 J1909−3744 47.5 110.2 97.3 37.1 33.1 20.0 21.2
J0613−0200 J1744−1134 164.6 31.6 103.2 9.3 31.3 5.2 16.8
J1012+5307 J1744−1134 113.0 77.4 108.6 21.7 32.2 11.5 17.1
J0030+0451 J1744−1134 102.2 39.9 140.0 11.6 38.2 6.4 19.4

· · · · · · · · · · · · · · ·
Best-fit A2

1 (10−30) −10 ± 26 −3.7 ± 8.4 −1.9 ± 4.6

observe many MSPs, even if upper limits are currently only
dominated by a small subset of the pulsars.

Table 4 also lists the best-fit A2
1 and its uncertainty for three

different spectral indices. The resulting 2σ upper limits are
A1 = 7.2 × 10−15, 4.1 × 10−15, and 3.0 × 10−15 for α = −2/3,
−1, and −7/6, respectively. The change in value of A1 with α is
primarily due to the fact that although we are using 1 year−1 as
the reference GW frequency, the measurement is most sensitive
to frequencies near T −1, where T ∼ 5 years is the effective

length of the multi-pulsar data set. Therefore, we expect the
various limits on A1 to scale with α as follows:

A1(α) = AT

(
T

1 year

)α

. (12)

Using our three measured A1 limits to empirically determine
AT and T gives AT = 2.26 × 10−14 and T = 5.54 years (see
Figure 25). These values can be used together with Equation (12)
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Detection Yet???
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ASTROPHYSICS

Gravitational waves from binary
supermassive black holes missing in
pulsar observations
R. M. Shannon,1,2* V. Ravi,3* L. T. Lentati,4 P. D. Lasky,5 G. Hobbs,1 M. Kerr,1

R. N. Manchester,1 W. A. Coles,6 Y. Levin,5 M. Bailes,3 N. D. R. Bhat,2

S. Burke-Spolaor,7 S. Dai,1,8 M. J. Keith,9 S. Osłowski,10,11 D. J. Reardon,5

W. van Straten,3 L. Toomey,1 J.-B. Wang,12 L. Wen,13 J. S. B. Wyithe,14 X.-J. Zhu13

Gravitational waves are expected to be radiated by supermassive black hole binaries
formed during galaxy mergers. A stochastic superposition of gravitational waves from all
such binary systems would modulate the arrival times of pulses from radio pulsars. Using
observations of millisecond pulsars obtained with the Parkes radio telescope, we
constrained the characteristic amplitude of this background, Ac,yr, to be <1.0 × 10−15 with
95% confidence. This limit excludes predicted ranges for Ac,yr from current models with 91
to 99.7% probability. We conclude that binary evolution is either stalled or dramatically
accelerated by galactic-center environments and that higher-cadence and shorter-
wavelength observations would be more sensitive to gravitational waves.

S
tudies of the dynamics of stars and gas in
nearby galaxies provide strong evidence
for the ubiquity of supermassive (>106 solar
masses) black holes (SMBHs) (1). Observa-
tions of luminous quasars indicate that

SMBHs are hosted by galaxies throughout the
history of the universe (2) and affect global prop-
erties of the host galaxies (3). The prevailing
dark energy–cold dark matter cosmological para-
digm predicts that large galaxies are assembled
through the hierarchical merging of smaller
galaxies. The remnants of mergers can host grav-
itationally bound binary SMBHs, with orbits
decaying through the emission of gravitational
waves (GWs) (4).

GWs from binary SMBHs, with periods be-
tween ~0.1 and 30 years (5), can be detected or
constrained by monitoring, for years to decades,
a set of rapidly rotating millisecond pulsars (MSPs)
distributed throughout our galaxy. Radio emis-
sion beams from MSPs are observed as pulses

that can be time-tagged with precision as fine as
20 ns (6). When traveling across the pulsar-
Earth line of sight, GWs induce variations in
the arrival times of the pulses (7).
The superposition of GWs from the binary SMBH

population is a stochastic background (GWB),
which is typically characterized by the strain-
amplitude spectrum hc( f ) = Ac,yr[ f/(1 year

−1)]–2/3,
where f is the GW frequency; Ac,yr is the charac-
teristic amplitude of the GWB measured at f =
1 year−1, predicted to be >10−15 (5, 8–12); and –2/3
is the predicted spectral index (5, 8–12). The
GWB is expected to add low-frequency perturba-
tions to pulse arrival times. Although the detec-
tion of the GWB would confirm the presence of a
cosmological population of binary SMBHs, limits
on its amplitude constrain models of galaxy and
SMBH evolution (8).
As part of the Parkes Pulsar Timing Array

(PPTA) project to detect GWs (6), we have been
monitoring 24 pulsars with the 64-m Parkes
radio telescope. Using observations taken at a
central wavelength of 10 cm and previously re-
ported methods (6, 8), we have produced a new
data set that spans 11 years, which is 3 years
longer than previous data sets analyzed at this
wavelength. In addition to having greater sen-
sitivity to the GWB than previous data sets be-
cause of its longer duration, this new data set
was improved by identifying and correcting for
some instrumental offsets [supplementary text
S1 (13)].

1522 25 SEPTEMBER 2015 • VOL 349 ISSUE 6255 sciencemag.org SCIENCE
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Fig. 1. Residual pulse times of arrival, Dt, for the four pulsars used in our analysis.These include
(A) PSR J1909-3744, (B) PSR J0437-4715, (C) PSR J1713+0747, and (D) PSR J1744-1134.
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Figure 2. The Â+ (black) and Â× (red) time series produced when DR1 is phased up to the locations of the massive Virgo, Fornax, Norma, Perseus, and
Coma galaxy clusters. All pointings are consistent with noise only (as indicated by the D value quoted in each panel). The diamonds in each panel are colour
coded with the diamonds in the bottom left panel of Fig. 1 indicating the directions to these clusters.

collaboration and data sharing between pulsar astronomers in the
Northern and Southern Hemispheres.

6.1 A BWM Search in Â+ and Â×

Although we find no evidence for excess GW power in the directions
of any of these five clusters, to search for a specific waveform, a
matched-filter search of Â+ and Â× is more sensitive than a total
power search. Building on our discussion from Section 3, as a test
case, we here conduct a search for BWMs in these five pointings.

We define a different detection statistic for this search: DB =
α̂T !−1α̂. This is nearly identical to the detection statistic used in
the BWM search conducted by Wang et al. (2015), but here we do
our search directly in Â+ and Â×. In the absence of signal, DB

will follow χ2 statistics with 2 degrees of freedom. We will search
epochs within the innermost 80 per cent of each of the five Â+
and Â× pointings in Fig. 2 for evidence of a BWM occurring. We
restrict ourselves to this window because detecting a BWM requires
the ability to accurately assess the pulsar timing behaviour both pre-
and post-burst. Arzoumanian et al. (2015a) recently showed that in a
BWM search over many trial burst epochs, there are approximately
five statistically independent trials; this fact must be accounted for
in assessing the false alarm probability in our search. In order for
the data to be inconsistent with 95 per cent of realizations of noise,
with Ns = 5, DB must exceed approximately 9.2.

In the top panel of Fig. 3, we show the values of DB de-
rived from our search; we find nothing inconsistent with noise.
Knowing !, however, allows us to compute the minimum value
of |α| needed to exceed the 95 per cent confidence threshold in
DB. We display this quantity, which we call hB, min, in the middle
panel of Fig. 3. The strain amplitude of a BWM is hB ≈ 1.5 ×
10−13(µ/109M⊙)(d/10Mpc)−1 where µ is the reduced mass of the
binary and d is the luminosity distance between the binary and
Earth; we have assumed the binary has a typical inclination angle
of π/3 (Madison et al. 2014). Taking the luminosity distances to
Virgo, Fornax, Norma, Perseus, and Coma, as 17 Mpc, 19 Mpc,
68 Mpc, 74 Mpc, and 99 Mpc, respectively (see Simon et al. 2014,
and references therein), we have generated the bottom panel of

Fig. 3 displaying the minimal reduced mass, µmin, of a merging
SMBHB that would have produced a BWM bright enough to ex-
ceed our 95 per cent confidence threshold on DB. The likelihood
of such a massive merger occurring in one of these galaxy clusters
during our observing span is exceedingly small, but as the span of
our data set grows, our sensitivity to BWMs will improve and we
will become sensitive to less massive mergers.

The Â+ and Â× time series associated with the directions towards
these five galaxy clusters can be accessed along with DR1 and our
simulated data sets following the link mentioned above. Instructions
by which results for any other pointing can be quickly produced with
TEMPO2 can be found in the usage details of Appendix B. Following
the BWM example detailed here and the analysis of Zhu et al.
(2014), analogous searches for any type of parametrized waveform
can be easily carried out.

7 MU LT I P O L E M E NAG E R I E : C L O C K
E R RO R S , I NAC C U R AT E E P H E M E R I D E S ,
A N D G R AV I TAT I O NA L WAV E S

As we mentioned in Section 1, GWs are not the sole means by
which timing residuals from all the pulsars in a PTA can become
correlated. Faults in terrestrial time standards can induce monopolar
correlations between pulsar timing data sets (Hobbs et al. 2012).
Errors in our estimated position for the SSB from, for example,
inaccuracies in the measured mass of Saturn can lead to dipolar
correlations between pulsar timing residuals (Champion et al. 2010).
In order for Â+ and Â× time series to be useful in studies of
GW-induced inter-pulsar timing correlations, they must be able to
reliably differentiate the distinctly quadrupolar signature of a GW
from the monopolar or dipolar signatures of these other effects; in
Fig. 4, we demonstrate that our techniques can effectively do this.

The left panels of Fig. 4 depict our analysis of SIM3 in which
clock errors and ephemeris errors have been simulated but there is
no GW signal present. We simultaneously fit for the timing models
of all the pulsars in our simulated array along with linear-interpolant
models for clock errors (as in Hobbs et al. 2012), vectorial offsets
between the true SSB and its assumed location (as in Champion
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